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Abstract
This paper presents a method for identifying la-
bel errors in natural language processing (NLP)
datasets using the T5 model. The T5 model is
a large-scale, multi-task language model that
has been shown to achieve state-of-the-art per-
formance on a variety of natural language un-
derstanding tasks. We used the T5 model to
analyze a general dataset of labeled NLP exam-
ples and identified instances where the model
predicted a different label than the one provided
in the dataset. We found that the T5 model was
able to accurately identify label errors in the
dataset after finetuning on a T5 model, demon-
strating the potential for using large-scale lan-
guage models to improve the quality of NLP
datasets.

1 Introduction

As data-centric artificial intelligence is becoming
increasingly important in the modern world, there
has been a greater demand for financial and energy
optimization. While there are many ways to rein-
force the performance of a model, such as through
enlarging datasets, increasing computing power, al-
gorithm tuning, cross-validation, etc., these can be
very costly in terms of time, money, or energy.

Instead, we look to introduce an alternate form
of optimization through detecting label errors in
general NLP tasks. Oftentimes when there are
mislabeled features that are detrimental to a given
model, it can be worthwhile to focus on correcting
these labels and improve the quality of the data
being trained on rather than spending resources in
other ways.

We seek to present a general error-finding
algorithm that can be applied to a wide array
of NLP tasks. We will utilize the pretrained
knowledge in T5 to find errors in many types
of NLP datasets, re-casting them as multitask
classification tasks that T5 can handle, making use
of the versatility of T5.

2 Motivations and Related Work

As first coined in the paper (Northcutt et al., 2019),
using the probabilities to detect errors in machine
learning datasets was generally called “Confident
Learning". Using uncertainty calculations rooted in
information theory, (Northcutt et al., 2019) showed
how using just the predicted probabilities of a
model and the target labels, one can discern a
model’s confidence in the label. Using this con-
fidence, one can determine whether a given label
in a dataset has been mislabeled.

Figure 1 shows some example errors found in
2012 ILSVRC ImageNet. Using the idea presented
in (Northcutt et al., 2019), we can see that the work
described in (Wang and Mueller, 2022) uses the
same uncertainty calculations, but applies them to
NLP. In particular, the same uncertainty calcula-
tions are utilized for entity classification as seen
by figure 2. While this proves useful for the prob-
lem of entity recognition, it does not address other
NLP tasks. More specifically, there does not exist
a general NLP label error detection method.

In order to “cast" an NLP task to a multi-class
classification problem, we utilize the transformer
architecture T5 (Raffel et al., 2019). Using transfer
learning, this transformer architecture can handle a
wide array of NLP tasks, taking an arbitrary NLP
task (i.e summary, translate, etc) and producing a
result. We take advantage of pretrained models in
order to implement T5 within our algorithm. See
the figure 3 to see the general capabilities of the
transformer. Using T5, we can utilize the open-
source package called cleanlab, which uses the
same uncertainty calculations as in (Northcutt et al.,
2019), to find errors in a data set.

Using the pieces described above, we create a
general algorithm that in which a user inputs an
NLP task and a corresponding dataset. Our al-
gorithm utilizes the pretrained model of T5 to re-
frame the dataset as a classification task. We utilize

https://docs.cleanlab.ai/master/cleanlab/filter.html#cleanlab.filter.find_label_issues


Figure 1: identified label issues in the 2012 ILSVRC ImageNet train set using CL as shown by (Northcutt et al.,
2019)

existing open-source packages , in particular, the
“find_label_issues" function from cleanlab, to find
corresponding errors in the dataset. In order to
boost error finding performance, we find that fine-
tuning the dataset on T5 prior to error detection
increases error finding performance.

3 Models and Methodology

For our model, we use a pre-trained T5 transformer
as well as methods from cleanlab to find label is-
sues. The T5 transformer is an encoder-decoder
model pre-trained to handle general text-based
NLP tasks by converting these tasks into a text-
to-text format (Raffel et al., 2019). This conversion
is done by adding the task type to the beginning of
the input, and the resulting string can then be used
as the input for T5.

Typically, language models are pre-trained on
large unlabeled datasets such as Common Crawl.
However, such datasets are often full of useless text
like error messages, source code, duplicate text, etc.
T5 is trained on the dataset C4, which is a cleansed
version of Common Crawl that is still two orders
of magnitude larger than Wikipedia. The authors
of C4 took a 2019 scrape of Common Crawl and
placed some filters on it removing any sentences
without valid terminal punctuation, removing any
duplicate text, source code, any pages with offen-
sive language and several other restrictions.

We use this transformer as a sort of baseline so-
lution for the labeled dataset that we desire to clean.
By prepending the appropriate task to the inputs
and finetuning T5 on the dataset in question, we are
able to use the transformer to generate predicted

Figure 2: An example of an entity classification error
detections as done by (Wang and Mueller, 2022)

labels for the inputs. We then pass the actual labels
and the corresponding predictions into a function
from cleanlab that produces a confidence score for
each label, which we can use to narrow down the
search for mislabeled data.

We evaluated the effectiveness of this approach
by measuring the precision and recall for the detec-
tion of mislabeled data that we intentionally intro-
duce to a dataset. We introduced mislabeled data
by selecting a random sample of inputs that the
model was already confident had been correctly
labeled (having a label score of >0.99) and ran-
domly swapped 30% their labels to be different.
In this subset of data, we have knowledge of the
true mislabels and can therefore compute how well
our approach detects these errors. Our metrics for
this were AUROC and AUPRC. We chose AUPRC
for the case where we care more about having a
very clean dataset and falsely predicting a correct
label as an error is okay. In contrast, we chose AU-
ROC for the case where we care equally between
predicting correctly and incorrectly labeled data.

https://docs.cleanlab.ai/master/cleanlab/filter.html#cleanlab.filter.find_label_issues


Figure 3: An example of the versatility of T5, and how it will allow us to find errors in general NLP datasets.

Figure 4: Sentences from the emotion dataset, along with their labels and quality score

Figure 5: ROC and PRC for SST-2

4 Results

For our investigation, we implemented our model
pipeline and evaluated it on several datasets, which
are summarized in Table 1. We used an emotion
classification dataset, a dataset of IMDB senti-
ments, and the Stanford Sentiment Treebank (SST-
2). These are all classification tasks, which our
model performed quite well on. We also used

Figure 6: ROC and PRC for emotion

a question answering dataset, a summarization
dataset, and xsum to test our model’s ability to gen-
eralize to larger dimensional outputs. The results
of our approach on these datasets are summarized
in Table 1.

We see from the examples shown in Figure 4
that some of the sentences in the emotion dataset
identified as errors were indeed mislabeled, such
as "i am feeling stressed and more than a bit anx-

https://huggingface.co/datasets/emotion
https://huggingface.co/datasets/imdb
https://huggingface.co/datasets/sst2
https://huggingface.co/datasets/sst2
https://huggingface.co/datasets/squad
https://huggingface.co/datasets/cnn_dailymail
https://huggingface.co/datasets/xsum


Dataset AUROC AUPRC
Emotion 0.92 0.91
IMDB 0.84 0.67
SST-2 0.98 0.99
CNN/Dailymail 0.54 0.34
XSum 0.56 0.37
SQuAD 0.53 0.31

Table 1: Error detection rate of finetuned T5 on datasets with synthetic errors introduced. Datasets were first filtered
to have only score of greater than 99%, after which 30% of labels were randomly swapped.

ious", which should be labeled as fear or "i feel
unprotected a class post count link href http repro-
gramming in process", which arguably should not
be in the dataset. However, we also note that some
correctly labeled samples have low quality scores
and were not filtered out.

The results of our study on the T5 model demon-
strate both its strengths and limitations in natural
language processing (NLP) tasks. On the one hand,
T5 achieved excellent results on classification tasks,
with an accuracy greater than 90% on all fine-tuned
classification tasks. This indicates that T5 is able
to accurately identify the correct category or label
for a given input with high reliability.

On the other hand, T5 demonstrated poor per-
formance on general NLP tasks such as language
translation and question answering. In these tasks,
the model made a number of errors and struggled
to accurately understand and produce coherent out-
put.

One potential reason for this discrepancy in per-
formance is the nature of the datasets used in the
study. Many classification datasets are carefully
curated and contain well-defined categories and la-
bels, which may be easier for the T5 model to learn
and predict. In contrast, general NLP tasks often
involve more complex and open-ended language
use, which may be more challenging for the model
to accurately process and generate.

Furthermore, our method relies on the distribu-
tions of the predicted probabilities to determine the
“label score”. A more reliable way to extract a score
is to construct the confident joint, as described in
(Northcutt et al., 2019), one can construct the con-
fident joint, Q. The off-diagonal elements of this
matrix can be used to determine a likelihood of er-
ror. The downside of this method is expensive com-
putation, i.e the constructed joint confident matrix
would be of dimension nxn. In large NLP datasets,
this would be on the order of million. Overall, these

results suggest that while T5 is a powerful and ef-
fective tool for certain NLP tasks, it may not be as
well suited for more open-ended and general lan-
guage processing tasks. Further research is needed
to better understand the capabilities and limitations
of the T5 model in a wider range of NLP contexts.

5 Discussion

Our results show that for multi-class classification
problems, our approach was able to identify errors
quite well on these types of datasets. Even on
larger dimensional tasks for which the complexity
of identifying mislabels significantly increases, our
approach still identified a reasonable amount of
mistakes. While previous work has been done on
identifying errors in token-classification (Wang and
Mueller, 2022), we have shown that our approach
is able to, at least somewhat, generalize to a larger
space of NLP tasks.

One unexpected finding was the compute power
needed to find errors well. Our initial goal was
to create a general, relatively lightweight, error-
finding function that would work on any NLP
dataset by leveraging the generality of the T5 trans-
former. However, from our experiments, we saw
that the baseline without finetuning had rather
unimpressive results. So to be useful, our error-
finding function therefore needed to include an ini-
tial finetuning step, which is more computationally
expensive, but offers much greater performance,
significantly outperforming the base model.

By synthetically introducing errors to originally
confident labels, we are able to produce at scale
subsets of datasets in which we are reasonably cer-
tain whether an input has truly been mislabeled,
allowing us to quantify how well errors are iden-
tified. However, one problem for this method of
evaluation may be that the synthetic errors are not
necessarily representative of how errors would be
in real data. This would affect how much trust



could be placed in our model in practice. Ideally
we would manually identify ground-truth errors in
a real dataset, but this approach does not scale well
and is infeasible given our resources.

Another shortcoming of our approach is that
at the end, a human may still be necessary to go
through and verify that the identified labels are truly
incorrect. We observed that even for multi-class
classification datasets, some of the inputs that our
model predicted as mislabeled were ambiguous in
nature, such as the sentence "It’s somewhat clumsy
and too lethargically paced – but its story about
a mysterious creature with psychic abilities offers
a solid build-up, a terrific climax, and some nice
chills along the way" being labeled as ’negative’
sentiment. This sort of sentence can be interpreted
in different ways depending on where the reader
places emphasis, and so whether or not to consider
them mislabeled is something that the user would
need to decide.

For future directions to take this work, one area
to explore is the use of other modern transformers.
Given the impressive results of the recent released
ChatGPT, we suspect that the generality and perfor-
mance of our model can still be improved. Another
direction for future work is to investigate the er-
ror scoring system for question answering datasets.
An alternative and more robust approach would be
to construct the joint distribution matrix and use
that to determine label scores instead. However,
this is very computationally intensive and does not
scale well. Finding a way to estimate or compute
this matrix efficiently would greatly improve the
generality of our method.

6 Conclusions

This work presents an approach for identifying la-
bel errors in natural language processing datasets
using the versatility of the T5 model. The T5 model
was able to accurately identify label errors in a gen-
eral dataset of labeled NLP examples after being
finetuned on a T5 model, demonstrating the poten-
tial for using large-scale language models to im-
prove the quality of NLP datasets. The T5 model
has previously been shown to achieve state-of-the-
art performance on a variety of natural language
understanding tasks.

We developed an approach to label error detec-
tion by finetuning the T5 model on a given dataset,
and estimating the confidence of the predicted la-
bels from the finetuned model using a method from

cleanlab (Northcutt et al., 2019). This approach
was tested on multi-class classification problems
and larger dimensional tasks, and was able to iden-
tify a reasonable number of mistakes on both types
of datasets. We evaluated the effectiveness of the
approach by introducing errors to originally confi-
dent labels, but this method has the limitation that
the synthetic errors may not be representative of
real errors in data. Additionally, a human may still
be needed to verify that the identified labels are
truly incorrect, as some inputs may be ambiguous.
Future directions for this work include exploring
the use of other modern transformers and investigat-
ing an error scoring system for question answering
datasets.

7 Code for Experiments

We created a GitHub repository containing the note-
books used to perform our experiments so that oth-
ers may attempt to replicate our results, or use it to
clean their datasets.

8 Impact Statement

There are many ways to increase model perfor-
mance. One can spend man-hours to fine-tune an
algorithm, increase computing power or comput-
ing time, acquire more data, or resample a model
with cross-validation. These methods can be costly
in both time or money. As machine learning be-
comes ubiquitous in industries and research across
the world, limitations of these resources can fur-
ther amplify financial inequalities. Companies with
greater capital can generate more advanced mod-
els that outperform smaller companies. Cleaning
datasets theoretically helps even the playing field
as the resources needed to improve model perfor-
mance are more accessible to everyone indiscrimi-
nately.

We must acknowledge that there are some lim-
itations to the efficacy of this method of cleaning
datasets. For one, when using our approach to lo-
cate low-confidence labels, it may not always be
able to detect all errors. This can be concerning
if there is something about the errors left behind
that is causing them to be undetected, leaving a
bias in the remaining dataset. On the other hand,
if the model is somehow able to remove all errors,
this could actually be somewhat undesirable in cer-
tain cases. Having a perfect dataset could lead to
over-fitting and other issues, as noise is imperative
for the model’s robustness. Furthermore, if our

https://github.com/vdlad/cleaNLP


intent is to make a model human-like, imperfec-
tions are inherent in humans and therefore would
be an important consideration in the model. So,
cleaning out errors may not always be favorable.
Lastly, as with many NLP tasks, the conclusion of
a model can be ambiguous or subjective. For ex-
ample, while some may say a sentence is a positive
sentiment, others may claim it is negative. De-
spite these limitations, for data scientists looking
to clean their NLP datasets without much manual
inspection, our solution provides a method that can
be made to work for anyone.
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